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           Early iterations of neural networks have been completely supplanted by the modern 
variants covered in these pages, but it’s helpful to be aware of how deep learning 
originated. Although the core ideas of neural networks were investigated in toy forms as 
early as the 1950s, the approach took decades to get started. For a long time, the missing 
piece was an efficient way to train large neural networks. This changed in the mid
when multiple people independently rediscovered the Back propagation algorithm
to train chains of parametric operations using gradient
book, we’ll precisely define these concepts)
The first successful practical application of neural nets came in 1989 from Bell Labs, when 
Yann LeCun combined the earlier ideas of convolutional neural networks and back 
propagation, and applied them to the problem of classifying handwritten digits. The
resulting network, dubbed LeNet
to automate the reading of ZIP codes on mail envelopes.
Introduction:-  
           Deep Learning networks are the mathematical models that are used to mimic the 
human brains as it is meant to solve the problems using unstructured data, these 
mathematical models are created in form of neural network that consists of neurons. The 
neural network is divided into three major layers that are input layer( first layer of neu
network), hidden layer (all the middle layer of neural network) and the output layer(last 
layer of the neural network.). Based upon these types of data we will deal with these neural 
networks that are classified as a feed
network, etc. 
Working of Deep Learning Networks
 Let’s see the working of the network in general.

 
Consider the above neural network which will help predict the image of digits
 There is an image of number ‘9’ which is 28 x 28 pixels.
 All of the pixel that is 28×28 = 784 pixels are fed into the input layer
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Abstract 
Early iterations of neural networks have been completely supplanted by the modern 

variants covered in these pages, but it’s helpful to be aware of how deep learning 
e core ideas of neural networks were investigated in toy forms as 

early as the 1950s, the approach took decades to get started. For a long time, the missing 
piece was an efficient way to train large neural networks. This changed in the mid

iple people independently rediscovered the Back propagation algorithm
to train chains of parametric operations using gradient-descent optimization (later in the 
book, we’ll precisely define these concepts)—and started applying it to neural networks.
The first successful practical application of neural nets came in 1989 from Bell Labs, when 
Yann LeCun combined the earlier ideas of convolutional neural networks and back 
propagation, and applied them to the problem of classifying handwritten digits. The

LeNet, was used by the United States Postal Service in the 1990s 
to automate the reading of ZIP codes on mail envelopes. 

Deep Learning networks are the mathematical models that are used to mimic the 
an brains as it is meant to solve the problems using unstructured data, these 

mathematical models are created in form of neural network that consists of neurons. The 
neural network is divided into three major layers that are input layer( first layer of neu
network), hidden layer (all the middle layer of neural network) and the output layer(last 
layer of the neural network.). Based upon these types of data we will deal with these neural 
networks that are classified as a feed-forward neural network, CNN, R

Deep Learning Networks 
Let’s see the working of the network in general. 

 

Consider the above neural network which will help predict the image of digits
There is an image of number ‘9’ which is 28 x 28 pixels. 
l of the pixel that is 28×28 = 784 pixels are fed into the input layer
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of Deep Learning Networks 

 

Early iterations of neural networks have been completely supplanted by the modern 
variants covered in these pages, but it’s helpful to be aware of how deep learning 

e core ideas of neural networks were investigated in toy forms as 
early as the 1950s, the approach took decades to get started. For a long time, the missing 
piece was an efficient way to train large neural networks. This changed in the mid-1980s, 

iple people independently rediscovered the Back propagation algorithm— a way 
descent optimization (later in the 

and started applying it to neural networks. 
The first successful practical application of neural nets came in 1989 from Bell Labs, when 
Yann LeCun combined the earlier ideas of convolutional neural networks and back 
propagation, and applied them to the problem of classifying handwritten digits. The 

, was used by the United States Postal Service in the 1990s 

Deep Learning networks are the mathematical models that are used to mimic the 
an brains as it is meant to solve the problems using unstructured data, these 

mathematical models are created in form of neural network that consists of neurons. The 
neural network is divided into three major layers that are input layer( first layer of neural 
network), hidden layer (all the middle layer of neural network) and the output layer(last 
layer of the neural network.). Based upon these types of data we will deal with these neural 

forward neural network, CNN, RNN, Modular neural 

Consider the above neural network which will help predict the image of digits 

l of the pixel that is 28×28 = 784 pixels are fed into the input layer 
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 All those neurons have a value called as activation function so when evert that number 
is met that particular neuron will get fired and the value will pass to the next layer that 
is the hidden layer 

 The same above procedure will follow for both the hidden layers.
 Once the output is generated in the output layer it will get matched with the actual 

output of the number ‘9’ and the deviation between the predicted and the actual output 
will be calculated that is known as the loss function.

 Once the loss is calculate
layer to the input layer via those hidden layers. This phenomenon is called the 
backpropagation 

 And then the inputs are adjusted accordingly and the network gets trained
 
Types of Deep Learning Net
 Now let’s see what are the different types of deep learning networks available
1. Feed forward neural network

 This type of neural network is the very basic neural network where the flow control 
occurs from the input layer and goes towards the 

 These kinds of networks are only having single layers or only 1 hidden layer
 Since the data moves only in 1 direction there is no backpropagation technique in this 

network 
 In this network, the sum of the weights present in the input is fed in
 These kinds of networks are used in the facial recognition algorithm using computer 

vision. 
2. Radial basis function neural networks
 This kind of neural networks have generally more than 1 layer preferably two layers
 In this kind of networks, the relative distance from any point to the center is 

calculated and the same is passed towards the next layer
 Radial basis networks are generally used in the power restoration systems to restore 

the power in the shortest span of time to avoid the bl
3. Multi-layer perceptron 
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All those neurons have a value called as activation function so when evert that number 
is met that particular neuron will get fired and the value will pass to the next layer that 

The same above procedure will follow for both the hidden layers. 
Once the output is generated in the output layer it will get matched with the actual 
output of the number ‘9’ and the deviation between the predicted and the actual output 
will be calculated that is known as the loss function. 
Once the loss is calculated that the same information is passed back from the output 
layer to the input layer via those hidden layers. This phenomenon is called the 

And then the inputs are adjusted accordingly and the network gets trained

Types of Deep Learning Networks :-  
Now let’s see what are the different types of deep learning networks available

1. Feed forward neural network 

 
This type of neural network is the very basic neural network where the flow control 
occurs from the input layer and goes towards the output layer. 
These kinds of networks are only having single layers or only 1 hidden layer
Since the data moves only in 1 direction there is no backpropagation technique in this 

In this network, the sum of the weights present in the input is fed in
These kinds of networks are used in the facial recognition algorithm using computer 

2. Radial basis function neural networks 
This kind of neural networks have generally more than 1 layer preferably two layers

orks, the relative distance from any point to the center is 
calculated and the same is passed towards the next layer 
Radial basis networks are generally used in the power restoration systems to restore 
the power in the shortest span of time to avoid the blackouts. 
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All those neurons have a value called as activation function so when evert that number 
is met that particular neuron will get fired and the value will pass to the next layer that 

 
Once the output is generated in the output layer it will get matched with the actual 
output of the number ‘9’ and the deviation between the predicted and the actual output 

d that the same information is passed back from the output 
layer to the input layer via those hidden layers. This phenomenon is called the 

And then the inputs are adjusted accordingly and the network gets trained 

Now let’s see what are the different types of deep learning networks available 

This type of neural network is the very basic neural network where the flow control 

These kinds of networks are only having single layers or only 1 hidden layer 
Since the data moves only in 1 direction there is no backpropagation technique in this 

In this network, the sum of the weights present in the input is fed into the input layer 
These kinds of networks are used in the facial recognition algorithm using computer 

This kind of neural networks have generally more than 1 layer preferably two layers 
orks, the relative distance from any point to the center is 

Radial basis networks are generally used in the power restoration systems to restore 
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 This type of network are having more than 3 layers and its used to classify the data 
which is not linear 

 These kinds of networks are fully connected with every node.
 These networks are extensively used for speech recogn

learning technologies. 
 

4. Convolution neural network (CNN)

 CNN is one of the variations of the multilayer perceptron.
 CNN can contain more than 1 convolution layer and since it contains a convolution 

layer the network is very 
 CNN is very effective for image recognition and identifying different image patterns.

 
5. Recurrent neural network

 
 RNN is a type of neural network where the output of a particular neuron is fed back as 

an input to the same node
 These method helps the network to predict the output.
 This kind of network is useful in maintaining a small state of memory which is very 

useful for developing the chatbot
 This kind of network is used in chatbot development and text to speech technologie
 
6. Modular neural network
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This type of network are having more than 3 layers and its used to classify the data 

These kinds of networks are fully connected with every node. 
These networks are extensively used for speech recognition and other machine 

 

4. Convolution neural network (CNN) 

CNN is one of the variations of the multilayer perceptron. 
CNN can contain more than 1 convolution layer and since it contains a convolution 
layer the network is very deep with fewer parameters. 
CNN is very effective for image recognition and identifying different image patterns.

5. Recurrent neural network 

RNN is a type of neural network where the output of a particular neuron is fed back as 
an input to the same node. 
These method helps the network to predict the output. 
This kind of network is useful in maintaining a small state of memory which is very 
useful for developing the chatbot 
This kind of network is used in chatbot development and text to speech technologie

6. Modular neural network 
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This type of network are having more than 3 layers and its used to classify the data 

ition and other machine 

 

CNN can contain more than 1 convolution layer and since it contains a convolution 

CNN is very effective for image recognition and identifying different image patterns. 

 

RNN is a type of neural network where the output of a particular neuron is fed back as 

This kind of network is useful in maintaining a small state of memory which is very 

This kind of network is used in chatbot development and text to speech technologies. 
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 This kind of network is not a single network but a combination of multiple small 
neural networks. 

 All the sub-networks make a big neural network and all of them work independently to 
achieve a common target.

 These networks are very helpful in breaking the small
and then solving it. 

7. Sequence to sequence models
 This type of network is generally a combination of two RNN networks.
 The network works on the encoding and decoding that is it consists

which is used to process the input and there is a decoder which processes the output
 Generally, this kind of network is used for text processing where the length of the 

inputted text is not as same as outputted text.
 
Conclusion :-  
              In this article, we have seen what is meant by the deep learning and what are all 
the different deep learning networks currently used in the market. We have also seen the 
intricacies of the working of all those networks and the application of those 
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This kind of network is not a single network but a combination of multiple small 

networks make a big neural network and all of them work independently to 
achieve a common target. 

e very helpful in breaking the small-large problem into small pieces 

7. Sequence to sequence models 
This type of network is generally a combination of two RNN networks.
The network works on the encoding and decoding that is it consists
which is used to process the input and there is a decoder which processes the output
Generally, this kind of network is used for text processing where the length of the 
inputted text is not as same as outputted text. 

In this article, we have seen what is meant by the deep learning and what are all 
the different deep learning networks currently used in the market. We have also seen the 
intricacies of the working of all those networks and the application of those 
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This kind of network is not a single network but a combination of multiple small 

networks make a big neural network and all of them work independently to 

large problem into small pieces 

This type of network is generally a combination of two RNN networks. 
The network works on the encoding and decoding that is it consists of the encoder 
which is used to process the input and there is a decoder which processes the output 
Generally, this kind of network is used for text processing where the length of the 

In this article, we have seen what is meant by the deep learning and what are all 
the different deep learning networks currently used in the market. We have also seen the 
intricacies of the working of all those networks and the application of those networks. 
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